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Abstract

The present paper describes the numerical technique that has been developed, in the framework of the particle-in-cell
(PIC) method, to study the dynamics of a nonneutral plasma along the magnetic field lines. In particular, the technique has
been employed to simulate the formation and long-term evolution of large-amplitude electrostatic waves experimentally
observed in electron plasmas confined in a Penning trap [W. Bertsche, J. Fajans, L. Friedland, Phys. Rev. Lett. 91
(2003) 265003]. Due to the peculiar features of the physical system, namely the existence of different time scales and the
presence of a perturbative oscillating potential, ad hoc numerical techniques have been developed. In particular, with a
suitable radial decomposition all important two-dimensional phenomena are fully taken into account while keeping the
computational effort to that of a standard one-dimensional PIC codes. Moreover, a novel particle loading technique (ergo-
dic loading) has been developed, which ensures a significant reduction of numerical noise. The results obtained with the
present technique are in excellent agreement with the experiments [F. Peinetti, W. Bertsche, J. Fajans, J. Wurtele, L. Fried-
land, Phys. Plasmas 12 (2005) 062112]. Moreover, results presented here furnish clear evidences of the close relationship
between the observed nonlinear structures and the Bernstein–Greene–Kruskal modes.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Pure electron plasmas have drawn considerable attention over the last 15 years. In fact, the possibility of
long-time confinement in Penning traps has made these plasmas very attractive for investigations of a wide
range of different fields in physics, including basic plasma physics [1–5], Eulerian fluid dynamics [6–9], and
anti-matter experiments [10,11].
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In the last years, many experimental and theoretical works pointed out the analogies between nonneutral
plasmas and nonlinear oscillators, in particular exploring the employment of autoresonance (adiabatic non-
linear phase locking and synchronization) in the excitation and control of several nonlinear features of these
systems. In particular, recent experiments [1] showed the possibility of inducing large-amplitude density oscil-
lations in a pure electron plasma confined in a Penning trap by means of a weak, oscillating external drive of
adiabatically-decreasing frequency. Using this technique, density fluctuations slowly emerge from the back-
ground and can reach amplitudes of order of the nominal plasma density, presenting clear evidence of a
well-localized structure bouncing back and forth in the trap. The density oscillations are not damped once
the external drive is switched off, but persist for tens of thousands of oscillations. The plot of a typical process
of formation and growth of these structures is seen in Fig. 1. Fig. 1(a) shows the time behavior of the external
potential which drives the plasma oscillations; note the downward chirp of the drive frequency. Fig. 1(b)
shows the time behavior of the plasma density obtained with the code here presented (the density has been
averaged radially, and is evaluated at an axial position close to one of the two end electrodes): one sees that
the density fluctuations associated with the emerging structure slowly increase, over many bounce periods,
when the drive is on. These slowly-growing density oscillations are consistent with the presence, inside the
plasma, of a well-localized structure, moving back and forth along the plasma column and slowly growing
in amplitude. As soon as the drive is switched off, the density fluctuations stop growing, but the constant-
amplitude fluctuations in the undriven evolution of the plasma show that the structure is well preserved for
many bounce periods. As collisions are negligible on the time scale of interest, these highly-stable nonlinear
structures must be stationary solutions of the Vlasov equation and, to all extents, they represent the first exper-
imental evidence of high-amplitude Bernstein–Greene–Kruskal (BGK) modes [12] in a laboratory plasma.

The numerical investigation of the phenomenon proves challenging: in fact, the observed nonlinear struc-
tures are induced by small-amplitude oscillations of an external, perturbing potential and they evolve on a
time scale much slower than the characteristic time scale of the thermal electron motion inside the trap. More-
over, the details of the interaction between the particles and the external drive on the faster time scale are cru-
cial for the generation of the long-term effects observed in the experiments. In principle, the numerical analysis
of these slowly-emerging nonlinear structures could have been performed using a three-dimensional particle-
in-cell code [13]. Nonetheless, the remarkable computational effort required by such an approach would have
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Fig. 1. (a) Plot of the time behavior of the external potential which drives the plasma oscillation. The drive is switched off at t/sb,th = 37,
where sb,th is the bounce period for the axial motion of a thermal electron. (b) Calculated evolution of the plasma density fluctuations.
When the drive is turned off, the amplitude of the oscillations stops growing and quickly reaches a stationary value, thus showing that the
structure induced by the drive is well preserved in the undriven evolution of the plasma.
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been unjustified: as explained in the following, the interesting kinetic features of the phenomenon under con-
sideration are essentially one-dimensional, even though two-dimensional effects need be included in order to
perform reliable simulations of the experiments. For these reasons, an ad hoc particle-in-cell method has been
developed with appropriate numerical features for the simulation of the phenomenon with high accuracy,
which helps provide deeper physical insights into the dynamics of formation and growth of the structures
observed in the experiments. Results obtained with the code, which have been published previously [14],
are in remarkable quantitative agreement with the experimental data. In the present paper, the details of
the original numerical techniques implemented in the code are presented: the techniques have been developed
for this specific case, but they can be of interest for other applications in computational plasma physics.

The paper is organized as follows: in Section 2, the kinetic model for the description of the system under
consideration is presented, and the more relevant issues to be accounted for in the numerical solution of this
model are discussed; in Section 3, the numerical model, along with the numerical methods, are presented,
while Section 4 describes an innovative loading algorithm which allowed for a significant reduction of the
noise in the simulations. In Section 5, tests on the validity of the algorithm are reported, while typical results
attainable with the code are presented in Section 6; in particular, results providing further information about
the nature of these nonlinear structures are reported in Section 6.2, showing the close connections between
these objects and the theory of the Bernstein–Greene–Kruskal modes.

2. Mathematical model and relevant numerical considerations

A Penning trap is composed of a sequence of hollow cylindrical gates, biased at different potentials (a sche-
matic plot is in Fig. 2). The axial confinement of the pure electron plasma is provided by an electrostatic
potential well, created after the injection of the plasma, by grounding the central electrodes and properly bias-
ing the end electrodes at a negative potential, �V0. The radial confinement is provided by a uniform, axial
magnetic field that inhibits any radial particle transport on the time scale of interest for the experiments.
The plasma is located at the bottom of the potential well, with electrons bouncing back and forth in the axial
direction and moving slowly in the azimuthal direction because of ~E �~B drift.

The formation of the nonlinear structures observed in the experiments is inherently related to deep mod-
ifications of the phase-space structure of the plasma, which, at the end of the driving process, is far from Max-
wellian [15]. Hence, the nature of the phenomenon is intrinsically kinetic, with no fluid limit, and its full
theoretical description requires a two-dimensional kinetic treatment of the plasma, in terms of the Vlasov–
Poisson model. Due to the intensity of the magnetic field, the Larmor radius of the electrons is much smaller
than any relevant length scale and a gyrokinetic approximation can be invoked for the electron motion in the
(r, h) transverse plane. Under this hypothesis, the Vlasov equation reads:
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where f is the electron phase-space distribution function (i.e., f(r,h,z,vz,t)rdrdhdzdvz is the number of electrons
with position between r and r + dr, z and z + dz, h and h + dh, and with axial velocity between vz and
vz + dvz). In the cases considered here, in which the plasma distribution is azimuthally symmetric, the second
term in Eq. (1), describing the dynamics induced by the ~E �~B drift, vanishes, as o/oh = 0 for both f and U.
Under this hypothesis, the axial magnetic field, while leaving the z-dynamics unaffected, inhibits any radial
Schematic view of a Penning trap, showing the electrodes biased at different potentials (1–2 and 4 at fixed biases) and the drive
de, (3), biased at a small, oscillating potential. A coil wound around the electrodes creates the axial, static magnetic field ~B which is
sible for the radial confinement of the plasma.
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dynamics on the time scales of interest. Consequently, the system of equations governing the evolution of the
system can be simplified to
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/ðjÞ;
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where f = f(r, z, vz, t). In the equations, Rw is the radius of the trap and za, zb are the axial coordinates defining
the z boundaries of the trap. The reduced form of the Vlasov equation shows that the electron dynamics is
substantially one-dimensional, with the dependence on the radial coordinate essentially parametric. Therefore,
the plasma can be regarded as a set of one-dimensional distributions, positioned at different radii and inter-
acting only through the self-consistent potential generated by the plasma. The electrostatic potential U(r,z,t) is
the sum of the self-consistent potential u(r,z,t) and the potential generated by each electrode of the trap. In
general, the potential generated by the jth electrode (see Fig. 2) is determined by solving the Laplace equation,
r2/ðjÞ ¼ 0; ð3Þ

with proper boundary conditions:
/ðjÞðr ¼ Rw; z; tÞ ¼
V ðjÞðtÞ; z 2 ½z1;j; z2;j�;
0; z 62 ½z1;j; z2;j�;

(
ð4Þ
and
o/ðjÞ

oz
ðr; z ¼ za; zbÞ ¼ 0; ð5Þ
where z1,j, z2,j are the axial positions delimiting the jth electrode, and V(j) is the biasing potential. In the sche-
matic view of the trap of Fig. 2, and for the experiments discussed above, one has
V ð1Þ ¼ V ð4Þ ¼ �V 0;

V ð2Þ ¼ 0;

V ð3Þ ¼ V d sin wdðtÞ;

8><
>: ð6Þ
where, of course, /(2) ” 0 and wd, the drive phase, is frequency-chirped such that
dwd

dt
¼ xdðtÞ ¼ x0 � at. ð7Þ
It should be remarked that the boundary conditions for z = za and zb are not rigorous. However, more sophis-
ticated boundary conditions would lead to solutions that are appreciably different only for z close to za and zb,
while the fields are practically indistiguishable in the region of interest occupied by the plasma. For this reason,
the simplest boundary condition, oU/oz = 0, has been used for both the Poisson and the Laplace equations.

Finally, the sixth of Eq. (2) defines the initial distribution for the Vlasov–Poisson system: a Boltzmann equi-
librium distribution is assumed, as the Boltzmann hypothesis holds in (z, vz) space, at each radius [8,9,14]. This
is justified by the presence of the strong axial magnetic field, which allows for the thermalization process to
occur only along the magnetic field lines. The function g(r) defines the radial profile of the distribution func-
tion and depends, in general, on the way electrons are loaded inside the Penning trap. In fact, the initial den-
sity profile is
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n0ðr; zÞ ¼
Z

f0ðr; z; vzÞdvz ¼ gðrÞ exp
eU
kT e

� �
ð8Þ
hence, in setting the initial conditions, one can define the desired radial profile for either the density field in the
center of the trap, n(r,z = 0), or for the z-integrated density, r(r) [9]. In the first case, one has
gðrÞ ¼ ncðrÞ exp � eUcðrÞ
kT e

� �
; ð9Þ
where Uc(r) is the radial profile of the total potential in the central region of the trap (where it does not depend
on z), while in the second case
gðrÞ ¼ rðrÞ
LðrÞ ; ð10Þ
where LðrÞ ¼
R zb

za
expðeU=kT eÞdz is the effective length of the plasma column at radius r.

The numerical integration of Vlasov–Poisson models (such as that of Eq. (2)) is commonly carried out using
particle-in-cell techniques, which have proven to be powerful and versatile tools for the numerical investiga-
tion of plasmas [16,17]. However, due to the nature of the problem under consideration, the use of some
ad hoc numerical schemes, which differ from those adopted in a standard PIC algorithm, allows efficient
and precise PIC simulations of the experiments with a reduced computational cost, affordable even on a single-
processor computer.

The simulation must model the interaction of the plasma with a weak, localized oscillating potential with an
adiabatically-varying frequency. In general, the perturbing potential induces small modifications in the elec-
trons trajectories during a single bounce; nonetheless, large modifications to the unperturbed motion of the
resonant electrons are expected over a time during which the drive frequency varies appreciably [15]. Hence,
the drive introduces two well-defined time scales in the system. The faster time scale is the period of the drive,
2p/xd(t) (xd(t) is the instantaneous drive frequency, Eq. (7)), which is of the order of the thermal bounce per-
iod of the electrons in the axial potential well, sb,th . 2p/xd. The second, slower time scale is characterized by
the time ss over which relevant changes of xd are to be expected, ss . x0/a (being a ¼ _xd the frequency sweep
rate, according to Eq. (7)) [1]. The phenomenon of the formation and growth of these nonlinear structures
occurs on the slower time scale, and in the experiments, typically, ss/sb � 102–103. As the excitation process
is based on the autoresonant phase synchronization between the drive and the electrons of the plasma, the
motion of the electrons must be followed accurately for many bounce periods, so as not to alter the phase
relations between drive and particles. As a consequence, the crucial role of the numerical noise in these sim-
ulations has to be remarked. It is well-known that the control of the noise is a fundamental issue in PIC codes,
but it is of particular relevance here, as it can hamper the excitation of the structures observed in the exper-
iments. In fact, if the noise in the self-consistent potential is of the order of the external drive, no real excita-
tion occurs in the system, hence no structure is induced in the plasma. In practice, for the noise level to be

tolerable, the inequality /drive

u

��� ���� d/noise

u

��� ��� must hold, where, typically, one has /drive

u

��� ���K 10�2. Thus, one must

resort to numerical techniques aimed at reducing the level of numerical noise in the simulations. For this pur-
pose, the choice of the algorithm adopted for the initial loading of the particle distribution has proven to be
primarily important. A novel loading technique has been developed, which represents an extension of classic
loading techniques [16]. The algorithm reproduces an ergodic distribution of the computational particles on
different energies and allows a significant reduction of the numerical noise for the cases of interest.

3. Numerical model of the system

Altough the experiments have been given a theoretical interpretation and qualitative comparisons can be
obtained on the basis of one-dimensional analytical models [15], an accurate quantitative comparison requires
a more realistic two-dimensional modelization of the system. In fact, two-dimensional effects are important in
the evaluation of the electric fields acting on the plasma, especially when the radius of the plasma column is
comparable with the trap radius. Nonetheless, following the discussion of the previous section, a fully two-
dimensional simulation of the system is unnecessary as long as the shape of the axial potential well (and of
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the perturbing drive) is evaluated accurately inside the trap. Moreover, two-dimensional simulations may
prove computationally expensive because of the presence of the above mentioned different time scales in
the system, especially if one is interested in studying the plasma response for a wide range of driving condi-
tions. For this reason, in order to speed up the calculations, and on the basis of the observations previously
derived, a simple method for the radial decomposition of the system has been employed. The basic idea of the
algorithm is to consider the plasma as a superposition of NR one-dimensional systems, each of which repre-
sents a certain ‘‘radial layer’’ inside the plasma. By doing so, the two-dimensional distribution function of
Eq. (2) decouples as follows:
Fig. 3.
calcula
f ðr; z; vz; tÞ ’
XNR

k¼1

fkðz; vz; tÞSkðrÞ; ð11Þ
where the shape function for the kth layer, Sk, defined as
SkðrÞ ¼
1

2prkDrk
b0

r � rk

Drk

� �
; ð12Þ
is a normalized b0-spline function associated with the kth radial zone. In Eq. (12), rk and Drk are the mean
radius and the width of the kth radial zone, respectively, and the support of the functions {Sk} are nonover-
lapping and adjacent to one another.

In the radial decomposition, Eq. (11), the most convenient number of radial zones, NR, can be determined
on the basis of the computational cost and the required accuracy. Several criteria are possible in the choice of
the quantities {rk} and {Drk} (k = 1, . . ., NR) of Eq. (12). Hence, it is useful to determine a procedure to find
the best representation of a generic radial profile by means of a piecewise-constant function with a given num-
ber of radial zones, NR, which must be regarded as an input parameter for the PIC simulations. In this section,
the numerical algorithm descending from the hypothesis of Eq. (11) is presented for a generic radial decom-
position. A detailed discussion of the procedure adopted in the discretization of the plasma radial profile is
reported separately in Appendix A.

A three-dimensional sketch of the approximation induced in the system by the radial decomposition of Eq.
(11) is shown, in Fig. 3, for a reference case in which a Gaussian profile has been discretized with NR = 5 radial
zones. The figure shows the results for the phase-space (z, vz) density in the three radial zones. The hole in
phase space created by the drive is visible, at different radii, in the lower part of the figure.

According to the normalization of Eq. (12), one has
2p
Z Rw

0

SkðrÞr dr ¼ 1 k ¼ 1; . . . ;N R. ð13Þ
This corresponds to splitting the real plasma distribution into NR annular distributions, to be regarded as one-
dimensional objects. By inserting Eq. (11) into the first Eq. (2), multiplying by Sn(r) and integrating in rdr, one
obtains
Structure of nested sheets corresponding to the radial decomposition of Eq. (11): five radial zones have been employed in the
tions, and a subset of three radial zones is plotted.



108 F. Peinetti et al. / Journal of Computational Physics 218 (2006) 102–122
ofn

ot
þ vz

ofn

oz
þ e

me

oUn

oz
ofn

ovz
¼ 0 n ¼ 1; . . . ;N R; ð14Þ
where Unðz; tÞ is the radial average of the two-dimensional electrostatic potential over the nth radial zone:
Unðz; tÞ ¼
1

rnDrn

Z
Drn

Uðr; z; tÞr dr ¼ unðz; tÞ þ
X

j

/ðjÞn ðz; tÞ. ð15Þ
In this way, the dynamics has been completely averaged over the generic radial zone: in fact, all the quantities
in Eq. (15) depend only on z. The total potential appearing in Eq. (15) is the sum of the potentials due to the
electrodes and of the self-consistent potential. The radial averages /ðjÞn are carried out once, at the beginning of
the calculations; on the contrary, the average of the self-consistent field must be performed at each time step,
after solving the Poisson equation:
1

r
o

or
r
ou
or

� �
þ o2u

oz2
¼ e

e0

XNR

k¼1

Z
fkðz; vz; tÞdvz

� �
SkðrÞ. ð16Þ
Given the geometry and the boundary conditions of the system, a Bessel decomposition can be conveniently
considered for the self-potential (in which the first NB radial eigenfunctions are retained):
uðr; z; tÞ ’
XNB

h¼1

uhðz; tÞJ 0

j0;h

Rw
r

� �
; ð17Þ
in this way, the two-dimensional Poisson equation is reduced to a set of one-dimensional, second-order dif-
ferential equations, of the form
o2uh

oz2
�

j0;h

Rw

� �2

uh ¼
e
e0

XN R

k¼1

Z
fkðz; vz; tÞdvz

� �
Ch;k h ¼ 1; . . . ;N B; ð18Þ
in which the set of Bessel coefficients for the plasma radial profile (see Eqs. (11) and (12))
Ch;k ¼
1

prkDrkR2
wJ 2

1ðj0;hÞ

Z
Drk

J 0

j0;h

Rw
r

� �
r dr ð19Þ
is evaluated at the beginning of the simulation. After solving the set of Eq. (18), the quantity un of Eq. (15) can
be evaluated as
un ¼
1

rnDrn

XNB

h¼1

uhðz; tÞ
Z

Drn

J 0

j0;h

Rw
r

� �
r dr. ð20Þ
The quantities N k ¼ f
R R

fkðz; vz; tÞdzdvzgk¼1;...;N R
are constant in time, as they represent the total number of

electrons within each radial zone.
The radial decomposition described above requires special attention into the initial conditions, as the equi-

librium configuration for the plasma consistent with Eqs. (11), (14), (15), and (16) is not obvious. In fact, as
the radial average of quantities obtained from two-dimensional calculations has been defined above, one
might consider determining the initial conditions by averaging, over the different radial zones, the distribution
obtained from the solution of the two-dimensional, nonlinear Poisson equation
r2Uðr; zÞ ¼ e
e0

gðrÞ exp
eUðr; zÞ

kT e

� �
; ð21Þ
which defines the equilibrium configuration for the fully two-dimensional problem (see Eqs. (8)–(10)).
Actually, this procedure is not consistent with the radial approximation employed here. In fact, recalling
Eqs. (11)–(15), a consistent equilibrium density profile must follow the Boltzmann distribution when the
radially-averaged total potential of Eq. (15) is considered on each radial zone, that is
nhðzÞ ¼ nh;0 exp
eUhðzÞ

kT e

� �
ð22Þ



F. Peinetti et al. / Journal of Computational Physics 218 (2006) 102–122 109
and the corresponding phase-space distribution in the nth layer can be written as
fhðz; vzÞ ¼ nhðzÞ
m

2pkT e

� �1=2

exp �mv2
z

2kT

� �
. ð23Þ
In this way, the initial phase-space distribution is not exactly the zonal average of the equilibrium distribution
function for the fully two-dimensional problem, even if the difference between the two quantities decreases
when NR is increased. If the initial phase-space distribution for the generic zone, Eq. (23), were of the form
fhðz; vzÞ ¼
m

2pkT e

� �1=2

exp �mv2
z

2kT

� �
1

rhDrh

Z
Drh

gðrÞ exp
eUðr; zÞ

kT e

� �
r dr; ð24Þ
the initial conditions would not be exactly in equilibrium, and small re-arrangements of the phase-space plas-
ma distribution would occur during the early phase in the evolution of the system.

Thus, the two-dimensional density field must be written as
nðr; zÞ ¼
XNR

h¼1

nh;0 exp
eUh

kT e

� �
b0

r � rh

Drh

� �
ð25Þ
and the initial equilibrium distribution is obtained by solving the nonlinear Poisson equation for the total
potential,
r2Uðr; zÞ ¼ e
e0

XNR

h¼1

nh;0 exp
eUhðzÞ

kT e

� �
b0

r � rh

Drh

� �
; ð26Þ
which provides, through Eqs. (22) and (15), the initial conditions for each radial zone.
Eq. (26) can be solved efficiently with a semi-implicit, iterative method, in which the (n + 1)th iteration of

the potential, U(n+1), is calculated by solving a linearized version of Eq. (26), obtained by rewriting the RHS of
Eq. (26) as
XNR

h¼1

nh;0 exp
eUðnþ1Þ

h ðzÞ
kT e

 !
b0

r � rh

Drh

� �
’ 1þ edUðnÞðr; zÞ

kT e

� �XNR

h¼1

nh;0 exp
eUhðzÞðnÞ

kT e

 !
b0

r � rh

Drh

� �
; ð27Þ
where
dUðnÞðr; zÞ ¼ Uðnþ1Þðr; zÞ � UðnÞðr; zÞ. ð28Þ
4. Ergodic loading

In general, loading the initial distribution of computational particles in phase-space is a delicate part of a
PIC algorithm, as it can deeply affect the noise level of the simulations. For this reason, a proper particle load-
ing can allow for a significant reduction in the number of computational particles necessary to achieve a tol-
erable noise level. As the computational cost of the code is roughly proportional to the number of particles,
good particle loading can increase the speed of the calculations.

The problem of particle loading has been studied extensively [16]. The loading techniques referred to as
quiet starts usually allow for noise levels which are much lower than those achievable by means of algorithms
based on the generation of random numbers. A common case is that of a uniform plasma, in which the com-
putational particles are usually loaded on a proper set of cold beams, and then the initial particle positions are
suitably defined in order to reduce correlations between particles (for example, the reversed two-bit loading
[16]). Then, the weights of the particles are adjusted in order to reproduce the desired velocity distribution.
This approach may not, however, be the best choice when the initial conditions are defined by a plasma in
equilibrium with spatially-varying fields, as in the present case, where the plasma is initially confined by an
electrostatic potential well, in thermal equilibrium with the potential U. The density profile of Eq. (8) is, in
general, roughly constant in the center of the trap and falls to zero abruptly near the end electrodes, on a
length scale of the order of the radius of the trap. The total potential U(z) is almost independent of z in
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the central part of the trap, and the loading techniques discussed previously are well suited for this region.
Nonetheless, care must be taken when loading the particles at the ends of the plasma column. In fact, the
potential has rapid spatial variation at the ends of the trap. If the same sampling in velocity is employed in
the center and at the end of the plasma column, higher energies are sampled at the ends of the plasma column
with respect to the central region. As a consequence, in the early stage of the simulation, particles initially at
the ends of the plasma column, while moving toward the center of the trap, soon overtake those initially posi-
tioned further away from the column ends, thus creating unphysical density fluctuations. In the simulations,
these density spikes, which are evident at the beginning of the evolution, are usually partially phase-mixed in a
time of the order of the thermal bounce period. Nonetheless, a rather high level of noise is observed as a con-
sequence of this initial disturbance. A large number of computational particles would be required to reduce
this effect so that the plasma dynamics with a weak external drive can be studied.

An example of density fluctuations is shown in Fig. 4, where the undriven evolution of an initial equilibrium
distribution is plotted, in the case of NP = 2.5 · 104 particles and for a single radial zone. The phase-space dis-
tribution and the density profile are shown at different times in the very early stage of the evolution (i.e., for
t [ sb). The figure shows that the loaded distribution is indeed near equilibrium, but the dynamics of particles
initially at the ends of the plasma column lead to the formation of density spikes due to a z-dependent sam-
pling of the energy distribution. At the beginning, these fluctuations are localized and do not affect the density
profile in the center of the trap, which is still flat. Nonetheless, at later times, the disturbance propagates
Fig. 4. Evolution of the phase-space plasma distribution at times smaller than the thermal electron bounce period, and corresponding
radially-averaged density profiles (the simulations uses 2.5 · 104 computational particles, with only a representative subset of the
distribution shown in the plots).
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towards the center, leading to fluctuations in the whole domain. In this particular example, the effect of the
classic loading procedure is particularly evident because of the relatively small number of computational par-
ticles. However, this feature becomes particularly relevant when either large sweep-rates are employed (as a
nonnegligible part of the sweep occurs when the nonphysical density spikes are still present) or very small drive
amplitudes are considered (as, in this case, noise has to be kept to very small levels).

A large improvement in noise reduction (and, hence, in computational efficiency) has been obtained with a
different loading technique, henceforth referred to as ergodic loading. In general, an equilibrium distribution
can be written as
f0;jðz; vzÞ ¼ F jðH jðz; vzÞÞ; ð29Þ
where Hj(z,vz) is the electron axial Hamiltonian for the jth radial layer:
Hjðz; vzÞ ¼
1

2
mv2

z � eUjðzÞ. ð30Þ
When an initial Maxwellian distribution is considered, the function Fj has the form
F jð�Þ / e�
�

kT e . ð31Þ

In general, the function Fj is different from the particle energy density, qj. In fact, the energy density can be
calculated from the electron distribution function by observing that
qð�Þ ¼
Z Z

f0ðz; vzÞd H z; vzð Þ � �½ �dzdvz ¼ F ð�Þ
Z Z

d H z; vzð Þ � �½ �dzdvz ¼ F ð�Þ sð�Þ
me

; ð32Þ
(the subscript j is dropped for the sake of simplicity), where s(�) is the bounce period of an electron of energy �
in the equilibrium potential:
sð�Þ ¼
I ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

me

2ð�þ eUðzÞÞ

r
dz. ð33Þ
On the other hand, the initial phase-space distribution can be written in terms of q(�) as
f0ðz; vzÞ ¼
Z

F ð�Þd H z; vzð Þ � �½ �d� ¼
Z

qð�Þ d H z; vzð Þ � �½ �R R
d H z0; v0z

� 	
� �


 �
dz0 dv0z

d�. ð34Þ
The fraction in Eq. (34) can be interpreted as the probability of being at (z, vz) for an electron bouncing in the
potential well with energy �. According to the ergodic theory, this quantity can be rewritten in the form
1

sð�Þ

Z sð�Þ

0

dðz� zðt; �ÞÞdðvz � vzðt; �ÞÞdt; ð35Þ
where z(t; �) and vz(t; �) define the closed phase-space trajectory of the electron at the considered energy �. Eq.
(35) can be discretized as
1

Ntð�Þ
XNtð�Þ

a¼1

d z� zðtað�Þ; �Þ½ �d vz � vzðtað�Þ; �Þ½ � ð36Þ
by considering Nt(�) points on the trajectory, uniformly distributed in time within the bounce period s(�), i.e.,
ta(�) = a · s(�)/Nt(�).

In this way, the initial electron distribution function f0(z, vz) can be approximated as
f0ðz; vzÞ ’
XN �

b¼1

XNtð�bÞ

a¼1

qð�bÞD�b
N tð�bÞ

d½z� zðtað�bÞ; �bÞ�d½vz � vzðtað�bÞ; �bÞ�. ð37Þ
Eq. (37) is the procedure followed in ergodic loading: the initial distribution is approximated by properly load-
ing a set of suitably-weighted computational particles on the phase-space trajectories corresponding to a pre-
defined set of energies {�b}. At first, the trajectory and the corresponding bounce period (Eq. (33)) are
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calculated for each energy �b: then, Nt(�b) equally-weighted computational particles are positioned on the tra-
jectory according to Eq. (37), i.e., uniformly distributed in time (see Fig. 5).

It is worth observing that the procedure illustrated here is equivalent to loading the plasma distribution on
a proper set of cold beams in the (H,J) space, where
Fig. 5
compu
within
Jð�Þ ¼
I

mvzð�; zÞdz ð38Þ
is the action and H the conjugated angle. Thus, if a spatially-varying equilibrium potential is present in the
initial distribution, the classic loading algorithm can still be employed, but must be carried out in the (H,J)
space and then must be followed by a mapping to the (z, vz) space.

Different options are possible when choosing the set of energies {�b} and the number of particles to be posi-
tioned at each energy level, Nt(�b), the choice being problem-dependent. In any case, it was observed that a fine
energy sampling is required at lower energies in order to achieve very low noise levels. In fact, as the potential
has very small gradients in the center of the trap, trajectories corresponding to close values of energy may dif-
fer significantly at the turning points. As the particles are positioned on phase-space trajectories, the procedure
described above may lead to unsatisfactory filling of phase-space regions at very low values of vz. Moreover,
this technique allows for a good sampling of particles in particular regions of velocity space, for example
where oscillating fields may be resonant with particles. In the experiments described here, this region is, ini-
tially, in the tail of the distribution [1,15].

In the following simulations, the parameter Nt(�) has been kept constant but, as in the standard loading
techniques, this is not the only possible choice. For instance, another procedure may consist of placing differ-
ent number Nt(�b) of computational particles in each energy interval proportional to the fraction of real par-
ticles in D�b,
N tð�bÞ ’
qð�bÞD�bR

qð�Þd�NP ; ð39Þ
where NP is the total number of computational particles employed in the simulation.
The density evolution for the case of Fig. 4, performed with the same number of computational particles

but with the new loading technique, is shown in Fig. 6. In the figure, the plots refer to times corresponding to
the first and last distribution of Fig. 4; the initial distribution is preserved with high precision and the improve-
ment in terms of noise reduction is clearly visible.

The ergodic loading technique allows for a very smooth and accurate description of the early stage of the
excitation (when a resonant population of electrons is forming in the tail of the Maxwellian distribution),
allowing for a noise reduction which is remarkable if compared to conventional loading schemes. As shown
in Fig. 7, in which the time evolution of the density is plotted, in the case of conventional loading (Fig. 7(a))
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. Phase-space trajectories for three different values of the energy, E1 < E2 < E3, and corresponding initial positions for
tational particles. For each energy level, the distribution follows an ergodic hypothesis, i.e., particles are equally spaced in time
the (energy-dependent) bounce period.
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physical oscillations are hidden by the numerical noise at the beginning of the driving process even for a large
number of computational particles, and the effect of the weak external drive on the plasma is not evident. On
the contrary, when the ergodic technique is employed (Fig. 7(b)), the driven density oscillations are observed
from the very beginning, providing an accurate analysis of the early stage of formation of the phase-space
structure. Therefore, the ergodic loading represents an effective technique to reduce one of the sources of
numerical noise in PIC methods, at no additional computational effort, and can be employed fruitfully when-
ever plasmas in equilibrium with spatially-varying potentials have to be simulated accurately in the initial
conditions.

5. Convergence of the numerical algorithm

The sensitivity of the algorithm, as measured by the variation of the amplitude of the density oscillations
A ¼ max jDn=nj at the end of the driving process, has been analyzed in terms of both the number of radial
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zones, NR, and the total number of computational particles, NP, in order to check the efficiency of the numer-
ical algorithm. Fig. 8 shows results from a parametric study, in which the plasma response has been computed
for different combinations of NR and NP in the ranges NR = 1–5 and NP = 3.7 · 104 � 3 · 105. In the figure,
the mean oscillation amplitude of the plasma density at a fixed axial position and averaged radially, hAi,
obtained by averaging A over 20 undriven bounce periods, is plotted with its standard deviation, rA. It
has to be remarked that rA is not expected to vanish even for large values of NP, because the amplitude fluc-
tuations cannot be totally ascribed to purely-numerical issues: in fact, the drive contains a high number of
spatial harmonics (as in the experiments) and, therefore, higher-order drive-plasma resonances are present,
which are responsible for the formation of smaller structures and for density oscillations of low amplitude
[15]. Nonetheless, a contribution to the fluctuations is due to numerical noise, and hence rA is reduced when
a large number of computational particles and a proper particle loading are employed.

In all simulations, the plasma radial profile is Gaussian, with r.m.s. Rw/4 (cf. Fig. A.1), and typical physical
parameters have been adopted, for which relevant drive-induced density fluctuations were observed in the
experiments [1] (drive amplitude 0.4 V, drive frequency variable in the range 3.5–2 MHz with sweep rate
5 · 1010 Hz/s, plasma temperature 6 eV and a total charge of 4 · 108 electrons). The results show that the
response of the system is very low when a single radial zone is employed (NR = 1), independently of the num-
ber of computational particles. In this case, the excitation of the system is ineffective and no coherent struc-
tures are induced in the simulation. The situation drastically improves when NR = 2, and the response is
almost independent on NR when NR P 4 (this is verified even for the lowest value of NP). Moreover, for
NR P 3, the mean response is almost identical with NP = 7.5 · 104, 1.5 · 105, and 3 · 105, even though, as
expected, an increase in the number of computational particles leads to a decrease in rA. Thus, an accurate
analysis of the formation and evolution of the nonlinear structure can be achieved with a low number of radial
zones, even with modest numbers of computational particles per radial zone, at a computational cost which is
comparable to that of a standard one-dimensional PIC code.

To further analyze the dependence of the results on NR and NP, the quantity hAi has been measured for
different sweep rates (varying in the range 4–8 · 1010 Hz/s), with identical drive amplitude and initial and final
drive frequencies. This range of sweep rates has been properly chosen in order to contain the threshold beyond
which no large fluctuations can be induced in the experiment [1,14]. The results are shown in Fig. 9: curve (a)
plots the behavior of A for a set of simulations with NR = 5 and a large number of computational particles
(NP = 3 · 105) which can be regarded as reference. Then, the same cases have been simulated with the same
NR, but with NP = 6 · 104 (curve b): the remarkable agreement between the two sets of data proves, again,
that the present algorithm properly accounts for the important two-dimensional features of the problem with
a low computational effort. On the other hand, the response of the system when only one radial zone is con-
sidered is reported in curve d, for NP = 3 · 105: in this case, the level of the response of the system is very low,
no real excitation occurs and the presence of the threshold in the plasma excitation (observable for NR P 2,
see curves a–b–c) is lost. According to the single-zone approximation, the actual plasma radial profile is
Fig. 8. Histogram of the amplitude A of the final response of the system, as function of the number NR of radial zones and of the number
NP of computational particles. The upper part of each bar indicates the interval ðhAi � rA; hAi þ rAÞ.
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approximated with a flat profile of same total charge and the self-consistent field, which is primarily important
in determining the response of the system [15], is strongly underestimated.

As the computational effort of the simulations is roughly proportional to the total number of computa-
tional particles, the results reported here show that NR is primarily important in the simulations: in fact, if
the real plasma profile is properly approximated, reliable results can be achieved even if relatively few particles
are employed in each zone. On the other hand, if the approximation of the radial profile is excessively coarse,
an increase in the number of computational particles does not lead to any significant improvement in the qual-
ity of the results.

6. Numerical studies of the BGK modes

In the simulations considered thus far, the driving conditions (drive amplitude, initial and final frequencies,
sweep rate) were aimed at creating one large structure inside the plasma, consisting of a hole in phase-space. In
all these cases, the large structure is generated by the fundamental harmonic of the drive potential. Nonethe-
less, higher spatial harmonics are present and are responsible for the generation of structures of smaller extent
in phase space, which, in fact, are often seen to be absorbed by the larger one during the undriven evolution
[14]. The typical phase-space portrait of the system at the end of the driven evolution is shown in Fig. 10, for
the reference case discussed in the previous Section (see Fig. 8). The figures provide insight into the radial
structure of the nonlinear mode, which is wider in velocity space at inner radii, but roughly of the same lon-
gitudinal extent at all radii. In particular, Fig. 10 shows that the NR = 1 approximation does not lead to any
significant excitation of the system, which is obtained only for NR P 2. Nonetheless, the undriven evolution
for NR = 2 is different from the one obtained with NR = 5. In fact, the numerical scheme slightly underesti-
mates the mean velocity of the electron hole when NR = 2, and a different phase (with respect to the reference
case NR = 5) is evidenced in the oscillations of the hole after 20 bounce periods. The phase difference decreases
for NR = 3, and becomes negligible for NR = 4, proving that, in this case, the algorithm converges when only
few radial zones are employed.

6.1. Interactions between BGK electron holes

An interesting study can be performed with this code concerning the interaction between structures of the
same size. A simple way to induce the formation of two structures of the same size inside the plasma is dou-
bling the drive frequency, without changing the sweep rate. In this way, the region of the Maxwellian distri-
bution having v . 3vth is now resonant with the second spatial harmonics of the drive. The fundamental
resonance, on the other hand, is far in the tail of the Maxwellian (v . 6vth) and does not play an important
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role in the evolution of the plasma (unless large sweep ranges are considered). A typical example of the phase-
space structure that can be induced in this manner in shown in Fig. 11, in which two structures of the same size
and shifted by a half period are clearly evident.

The radial profile considered for these simulations is steplike (i.e., constant for r < rmax and 0 elsewhere,
being rmax = Rw/4). Simulations with one and two radial zones have been performed (Fig. 11(a) and (b),
respectively) and, for this radial profile, a remarkable agreement between the two approximations is observed.
This situation differs from the cases considered earlier, where finer radial decompositions were required, and
this difference can be simply explained. The z-integrated profile of the plasma is flat, and hence identical to its
discrete version (see Appendix A). Moreover, the radius of the plasma column is considerably smaller than the
radius of the trap, and thus a purely one-dimensional model of the plasma (i.e., a single-zone model) should
provide results in good agreement with more refined radial approximations.

The pattern induced in the axial profile of the plasma density by the presence of the two holes bouncing
back and forth with opposite phases is plotted, as function of time, in Fig. 12(a) for the case of Fig. 11(a).
The figure shows the wakes left by the two structures moving along the axis of the plasma column. In the fig-
ure, the pattern is also compared with that obtained for the case in which a single large structure has been
induced in the plasma (Fig. 12(b)).

In Fig. 11, minor structures due to third-order resonances are also visible at the end of the driven evolution,
shifted of 2/3 of bounce period from one another. As already reported in [14], these smaller structures are
absorbed by the larger ones during the undriven evolution and are not observed in the phase-space picture
of the system after nearly 60 bounce periods (Fig. 13). The procedure described above can be generalized
for the generic nth harmonic, providing a potentially useful tool for manipulating in detail the phase space
distribution.

6.2. Comparisons with the BGK theory

Some of the more important features of these nonlinear structures can have an effective theoretical inter-
pretation in the context of the BGK theory for one-dimensional plasmas with spatially-varying electrostatic
Fig. 10. Phase-space structure of the plasma after 20 undriven bounce periods, for the case discussed in Fig. 7 and for a number NR of
radial zones varying in the range 1–5.



Fig. 11. Comparison between the phase-space structure of the plasma at the end of the driven evolution in the case of one radial zone (a)
and two radial zones (b) (the area-weighed average of the two zones is reported). The plasma radial profile is steplike; the z-integrated
density is constant for r < Rw/4 and 0 elsewhere. The electron density in the center of the trap is 1.8 · 1013 m�3, for a total number of
4.2 · 108 particles. The drive is swept from 7 to 5 MHz, with a sweep rate of 5 · 1010 Hz/s and with amplitude of 0.5 V.
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potentials [12]. According to the BGK theory, the phase-space distribution f(z,vz) in the reference frame of the
hole can be written as F+(H(z,vz)) for vz > 0 and F�(H(z,vz)) for vz < 0, with H the electron axial Hamiltonian
(see Eq. (30)). Moreover, F+(z,vz) and F�(z,vz) must be equal in the energy range of the trapped particles.

Before investigating the relation between the structures observed here and the BGK modes, one must recall
that the classic BGK theory applies to infinite, homogeneous plasmas (ones that are not subjected to external
potentials). For the plasmas considered here, the BGK theory is only expected to apply when the hole is in the
central region of the trap (where the confining potential is negligible with respect to the self-potential) and only
if the spatial width of the phase-space hole is reasonably smaller than the length of the plasma column. In this
case, the hole may be regarded as immersed in an infinitely-long system. Moreover, due to the two-dimen-
sional nature of the problem, one must expect different functions F+, F� at each radial layer (even though,
due to the same mechanism of excitation, one must expect a similar behavior of the F±s for different layers).

Here follows the analysis of the f-H correlation in the case where a phase-space hole of limited spatial extent
is excited. The radial profile is steplike, with radius r = Rw/4, NR = 2, and NP = 2 · 105; the driving potential
Fig. 12. Plot of the density pattern defined by the presence of two (a) and one (b) large holes.



Fig. 13. Phase-space structure of the plasma for the case of Fig. 10(a), after 60 undriven periods. The smaller structures due to third-order
resonances have disappeared, and only the two larger structures are evident.

118 F. Peinetti et al. / Journal of Computational Physics 218 (2006) 102–122
has amplitude 0.5 V, and its frequency varies from 4 to 2.3 MHz with sweep rate 5 · 1010 Hz/s; the initial
plasma temperature is 6 eV. At the end of the driving process the undriven evolution of the plasma is simu-
lated, and the phase-space distribution is analyzed after 60 undriven bounce periods. In order to analyze their
mutual relation, f and H have been evaluated over a suitable (z,vz) grid for each radial zone, in the reference
frame of the moving structure, considering a region of phase-space around the hole, in order to eliminate par-
Fig. 14. Scatter plots showing the correlation existing between the electron distribution function f and the single-particle Hamiltonian H in
the frame of reference of the moving structure, for the inner (a) and outer (b) radial zone. The different branches of the function f(H(z,vz)),
corresponding to F± in the trapped and untrapped energy ranges, are evident (the solid lines are obtained by best-fitting the data). The
shaded regions mark the range of trapped energies. In the untrapped regime, the upper branch correspond to particles moving with
negative velocity vz in the frame of reference of the bucket (F�), while the lower branch is associated with particles moving with vz > 0 (F+).
Hence, the upper curve refers to the bulk of the Maxwellian, where the distribution function has its maximum value, while the lower curve
refers to the tail of the distribution. (c) Scatter plot obtained by superimposing the scatter plots of (a) and (b) (a rigid shift of the abscissas
is considered for both curves, in order to set the zero-energy level at the bottom of the potential well for the two radial zones).
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ticles at the ends of the plasma column (where the external potential largely dominates) and avoid particles
with energy �p too high with respect to the range of energies corresponding to trapped-particle trajectories.
This has been done in order to properly resolve the energy range of trapped particles. The values of f and
H obtained for the two zones are shown in Fig. 14(a) and (b). A strong correlation between f and H clearly
exists, in close agreement with the classic BGK theory: in particular, the two branches of the scatter plot
(which refer to untrapped energies) are seen to converge in the single branch that defines the range of trapped
energies. As expected, the correlation is nearly the same for the two radial zones. In fact, one can see that the
two sets of data look very similar but are shifted in energy (by an amount corresponding to the difference in
the radially-averaged self-consistent potentials for the two radial zones in the center of the trap, equal to 0.15
in the considered units). If a shift in energy is considered (with the new zero-energy level at the bottom of the
two potential wells), the two scatterplots of Fig. 14(a) and (b) can be superimposed, demonstrating the similar
correlations for the two sets of data (Fig. 14(c)). The numerical results presented here provide considerable
insights into the nature of these structures and confirm that, at least in the center of the trap, the phase-space
distribution is the one predicted by the BGK theory.
7. Conclusions

It has been shown that a novel particle loading technique can be used to greatly reduce PIC simulation
noise in a nonneutral plasma simulation and that a fully two-dimensional PIC code is not needed to study
such plasmas in the azimuthally symmetric and highly magnetized limits considered here. A sophisticated
physical phenomenon, the autoresonant excitation and control of BGK modes, was studied with a PIC code
that implemented these ideas. The numerical algorithm can be employed on machines of modest computa-
tional performance and produces results of high precision. The key ideas are: (1) a decomposition of the fully
two-dimensional problem into a set of few, coupled one-dimensional systems, which preserves a high precision
in the evaluation of the self-consistent electrostatic potential; (2) an accurate particle loading (uniformly in
phase, on curves of constant particle action in the equilibrium plasma), which allows for a significant reduc-
tion of numerical noise, even when employing reasonably low numbers of computational particles. In princi-
ple, both algorithms may prove useful for other problems in computational plasma physics, when a trade-off
between computational cost and accuracy has to be determined.
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Appendix A

For a generic, fixed number NR of radial zones, the criterion chosen in the decomposition of the plasma
radial profile is based on the minimization of the quantity INR , defined as
INR ¼
R

rðrÞ � ~rNRðrÞ½ �2r drR
r2ðrÞr dr

; ðA:1Þ
where r(r) is the actual radial profile of the z-integrated plasma density and ~rNRðrÞ its approximation by means
of NR radial zones,
~rNR ¼
XNR

k¼1

rkb0

r � rk

Drk

� �
. ðA:2Þ
The quantity INR is the total, area-weighted normalized quadratic error which is introduced when the discret-
ized radial profile is considered. INR is a function of the 2NR � 1 parameters which have yet to be determined,
namely, the NR values {rk} (i.e., the values of ~rNRðrÞ on the different radial zones) and the NR � 1 radii {Rk}
delimiting the different radial zones. The Rks are defined such that rk = (Rk + Rk+1)/2 and Drk = Rk � Rk�1,
with R1 = 0, RNR ¼ Rw. By minimizing INR , one obtains the nonlinear set of equations:
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rk ¼
1

rkDrk

Z
Drk

rðrÞr dr; k ¼ 1; . . . ;NR;

rðRkÞ ¼
rk þ rkþ1

2
; k ¼ 1; . . . ;N R � 1;

8>><
>>: ðA:3Þ
where the first of Eq. (A.3) shows that the procedure is charge-preserving. The system (A.3) can be solved iter-
atively with simple procedures. Fig. A.1 plots the results for a Gaussian radial profile of r.m.s. equal to Rw/4,
for different values of NR.

According to the procedure described above, a generic plasma profile is approximated at lowest order (i.e.,
with a single radial zone) with a uniform profile, covering the entire transverse section of the trap. Sometimes,
this may provide a somewhat coarse description of the actual radial profile, especially for situations in which
the typical radius of the plasma is significantly smaller than the radius of the trap (see, for instance, the case
reported in Fig. A.1). In such cases, the procedure can be improved furtherly, in order to provide a better rep-
resentation of the radial profile with a reduced computational cost, by imposing that the density in the last
layer to be zero. In general, if NR ‘‘computational’’ zones are to be considered, the procedure described above
is now employed for NR + 1 zones. The minimization of the same functional INR is calculated, imposing the
density in the outer zone to be zero and with the extra constraint given by the conservation of the total charge
in the system. In this way, even if NR + 1 zones have been employed in the discretization of the plasma profile,
no computational particles are positioned in the last zone, and the effective number of radial zones employed
in the PIC calculations is NR. By using the method of the Lagrangian multipliers, one obtains:
rk ¼
R

Drk
rðrÞr dr

ð1� kÞrkDrk
; k ¼ 1; . . . ;N R;

rðRkÞ ¼
rk þ rkþ1

2
� k; k ¼ 1; . . . ;NR � 1;

k ¼

R Rw

RNR�1
rðrÞr drR Rw

0
rðrÞr dr

.

8>>>>>>>><
>>>>>>>>:

ðA:4Þ
According to the new procedure, if a plasma distribution of characteristic radius well below Rw is considered,
the NR = 1 approximation leads to a steplike distribution of radius well below the radius of the trap, thus pro-
viding a better representation of the plasma profile with a single radial zone. This can also be seen by analyzing
the data in the Table A.1: the table contains the value of the minimized functional INR with the optimization
procedures defined by Eq. (A.3) (INR;1, second column) and Eq. (A.4) (INR;2, third column). The data refer to
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Table A.1
Values of the functional IN R after minimization with the two different procedures of Eq. (A.3) (INR ;1, second column) and of Eq. (A.4)
(INR ;2, third column)

NR INR ;1 INR ;2

1 7.49 · 10�1 2.87 · 10�1

2 1.59 · 10�1 1.07 · 10�1

3 6.69 · 10�2 5.47 · 10�2

4 3.68 · 10�2 3.29 · 10�2

5 2.31 · 10�2 2.20 · 10�2

6 1.60 · 10�2 1.57 · 10�2

7 1.16 · 10�2 1.17 · 10�2

8 8.90 · 10�3 9.12 · 10�3

9 6.98 · 10�3 7.30 · 10�3

10 5.63 · 10�3 5.95 · 10�3

NR (first column) is the number of radial zones effectively considered in the PIC calculations.

Fig. A.2. Plot of the radii delimiting the different radial zones, according to the procedure defined in Eq. (A.3) (solid lines) and Eq. (A.4)
(dashed lines). In the figure, the shaded region indicates, for all the Rs, the outer radial zone in which, according to the second optimization
procedure, the plasma density is set to zero. The vertical line shows that the second procedure can be successfully employed for a Gaussian
profile only for R < 0.42, beyond which unphysical results are obtained. This proves that the second procedure can be useful only for radial
profiles of characteristic radius well below the radius of the trap.
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the Gaussian profile of Fig. A.1. In the table, NR (first column) is the number of radial zones effectively con-
sidered in the PIC calculations, i.e., the radial zones in which the piecewise-constant density coming from the
minimization procedure is different from zero.

Finally, the two procedures can be compared by observing, in Fig. A.2, the radii delimiting the different
radial zones obtained in the two ways, for NR = 5 with the first procedure and NR = 4 for the second one
(in order to consider the same number of radial zones in the discretization of the radial profile). Gaussian pro-
files are considered, with r.m.s., R, varying in the range (0.1–0.3)Rw.
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